Abstract

Quasiparticles and collective excitations are similar in that they arise de novo from material interactions. They are in need of classification and important because some of them are highly relevant to successful lattice assisted nuclear reactions (LANR). This report reviews this classification along with discussion of their impact on our ability to enable LANR.
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1. Introduction– Overview

Knowledge of collective excitations and quasiparticles and their higher order coherent quasi-excitations helps in understanding the mechanisms occurring in both solid state lattices [1–5] and LANR [6–89]; and why the latter is requisite on the lattice.

Distinguishing quasiparticles from collective excitations and coherent excitations is critical. As a first approximation, these things are closely related. However, upon further examination, distinction between quasiparticles and collective excitations, which can be either coherent or incoherent, give much insight into what they are and their role in successful LANR. Furthermore, recognizing the existence of the higher-order collective quasiexcitations teaches the further relationship(s) of the new particle/objects to the real particle/object, offering further exploration of new physics and inventions.

1.1. Quasiparticles

“Quasi” means that something is seemingly or apparently something else that it resembles, but it is not really that thing. Examples in everyday life might include a shadow or one’s reflected mirror image. These are quasi-objects which are the result of something producing something that was not there before.
So in LANR and material science, quasiparticles are the first group of de novo particles/objects which are created by, and derived from, a real particle or object, or group of them when they interact with extended multibody systems such as a solid metal, or solid plane of glass, or other dielectric. Quasiparticles are induced by an interaction of the original particle/object and the induced quasiparticle, which are closely related things. The quasiparticles are similar to the “parent” real particles that create them, and appear as an “image” or a “reverse image” of the original particle/object that induced them.

The quasiparticle results from the interaction-at-a-distance of the original particle(s) with the surrounding solid polarizable and/or magnetizable material or lattice [1–5]. This follows a change in the material or lattice, sometimes called a “dressing”, in response to the original particle. That word simplifies a highly complex environmental response which having atomic, ionic, orientation, and space charge, polarizations and several types of possible magnetizations.

And there are higher order effects. The end result is a new, real interacting particle/object appearing in space. This quasiparticle can itself react with other particles/objects/masses in space. For example, the changes can impact the particle’s original electric (and magnetic) field(s). They are altered (“dressed”, e.g., by “electric field screening”) and thus, the particle and the environment are each effected by each other and changed. The solid can deform as well as electrically change from the alteration. Simply put, these changes comprise the quasiparticle, which has appeared in space as a response of the multibody stere constellation to the object.

Then there comes something new. The quasiparticle exists, and it can behave in a new, possibly anomalous, way.

1.2. Collective excitations

Collective excitations are the second group of de novo particles/objects. Unlike quasiparticles, collective excitations bear no resemblance to the constituent particle(s) of a real system that created them. Nor are collective excitations either the “image” or the “reverse image” of the original particle/object. Instead, collective excitations involve the appearance of an entirely new particle/object that is nothing like the original.

Unlike quasiparticles, a collective excitation involves an entire group, acting together as an aggregate (usually a lattice). Collective comes from the Latin “collectives” meaning “gathered together”. They involve simultaneous motion of many physical particles linked together in space.

Collective excitations come from energetic reactions in a group of objects. An example of collective excitations include phonons, magnons, polarons, plasmons and excitons. But the best example may be the case of phonons, that is internal motion of the crystal lattice, itself.

Exactly how they are interconnected determines if the collective is coherent and “in phase” or if they are incoherent. Coherent comes from the Latin “coherent” meaning “sticking together”.

1.3. Quasiparticles and collective excitations have real functional roles

The concept of quasiparticles and collective excitations are important to condensed matter physics because they can simplify incredibly complicated quantum mechanical, and macroscopic, many-body problems.

Some critics incorrectly purport without evidence that quasiparticles and coherent and collective excitations are not real. They are quite real and they actually produce many new properties of matter which are quite measurable, such as specific heat, as one example. The heat capacity of a solid state has contributions to energy storage from the phonons, and the excitons, and the plasmons, proving they are quite real, and not imaginary.

Furthermore, several of these particles have not been considered previously, and are associated with the metallic lattice [90–114], PdDₓ, and the aqueous hydrogen lattice, D₂O [115–128]. Table 1 and Fig. 1 separate these objects/particles into several types, including higher order types, such as quasiparticles of collective excitations. The star (*) next to any name heralds that those quasiparticle/coherent/collective excitations facilitate or are associated with lattice assisted nuclear reactions (called also LENR, LANR, and cold fusion).
2. Background–Lattice Assisted Nuclear Reactions

Lattice assisted nuclear reactions (LANR) [6–89] enable deuterium fusion and perhaps other nuclear reactions and transmutations. The He\(^4\)-heat production manifold is incredibly clean and free of pollution, all toxic emissions, all carbon footprints, all greenhouse gases, and radioactivity, while obviating fossil fuel. The deuterium is plentiful in the oceans. Since 1989, most efforts for robust CF/LANR have failed because of a number of reasons, some which took years to understand, including flawed paradigms, cracked inactive palladium cathodes, contamination (including from ordinary water), improper cell configurations, and especially inadequate loadings (if measured at all).

| Table 1. Quasiparticles, collective excitations, and higher-order coherent quasiexcitations. |
|------------------------------------------|---------------------------------|
| **A. Quasiparticles**                   |                                 |
| (●) Electric Polaron – electron and its |                                 |
| polarization cloud, including surrounding |
| ions                                      |                                 |
| (●) Magnetic Polaron – magnetic          |                                 |
| Moments organized as a magnetic          |                                 |
| polarization cloud                       |                                 |
| Exciton – bound electron and hole        |                                 |
| (absence of an electron below the Fermi  |                                 |
| level)                                   |                                 |
| (●) L,D defect – quasiparticle enabling  |                                 |
| conduction in aqueous systems            |                                 |
| **B. Collective excitations**            |                                 |
| (●) Phonon – collective of mechanical    |                                 |
| vibrations arising in a lattice          |                                 |
| Plasmon – collective excitation (quantum) |                                 |
| of plasma oscillations                   |                                 |
| (●) Spin-wave magnon – collective       |                                 |
| excitation of electrons’ spin magnetic   |                                 |
| moments in a lattice                     |                                 |
| **C. Higher order quasiparticle enabling |                                 |
| collective excitation or de-excitation    |                                 |
| Exciton–polaritons, phonon–polaritons,   |                                 |
| and plasma polaritons                    |                                 |
| Mössbauer-effect couples the entire      |                                 |
| lattice to a nucleus                     |                                 |
| (●) Nanoron – magnetic quasiparticle in  |                                 |
| magnetized dry preloaded NANOR-type CF/LANR components which produce a second optimal operating point (second pathway) amplifying incremental power gain significantly. |
| (●) Phuson high impedance PHUSOR-type CF/LANR system amplifying incremental power gain significantly. |
| Plasmariton – optical phonon and dressed photon consisting of a plasmon and photon |
| Spinons – observed as quantum spin fluids in Herbertsmithite |
| (●) Indicates that this plays a role in lattice assisted nuclear reactions. |

As always, experiment-derived facts rule. The experimental facts show that LANR research is quite real, and its history shows that it is developing. That development now involves many types of CF/LANR systems. These include the original aqueous electrolytic systems [6–64], which now have a variety of types, ranging from conventional (F\(^+\)-P) [19–22], to electrolytic systems (with solution resistance ranging from conventional to “high impedance” devices in the range of 200,000 \(\Omega\) or more) [12,13,33–47], to two types of codeposition (JET Energy vs. SPAWAR and Miles) [12,13,49–64]. There are also several nanomaterial systems including preloaded LANR components [65–79], and gas permeation loading [80–82], dual cathode systems [70], ion beam, glow discharge loading cells and other systems [83–87]. They run in both open and closed systems, and driving motors, with on-line monitoring, redundant, high precision, time-resolved semiquantitative calorimetry [13].

Several LANR devices show excess power gains from 25% to many times input electrical power. The preloaded Nanoritech nanomaterials show incremental power densities of circa 19 kW/kg [6,73,74].

JET Energy Inc. has shown that some aqueous electrodes, of specific shape, are metamaterials which produce excess heat of a superlative magnitude, successfully driving Stirling engines at the 1–19+ watt excess power level [6,12,13]. In 2003, JET demonstrated a working LANR high impedance PHUSOR-type LANR systems for five days at MIT at ICCF10, producing \(\approx 230\%\) excess energy at 1–2 W level [39,6]. Such new LANR technologies, linked helium-4 production [7,11,65], increasing power gains and total energies achieved since 1989, are all paving the way...
<table>
<thead>
<tr>
<th>Quasi-particles</th>
<th>Schematic Drawing in Material and LANR Science</th>
<th>Metaphorical Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collective Excitations (Coherent or incoherent)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 1.** Schematic and metaphorical quasiparticles and collective excitations. The schematic drawings and the metaphorical representations both show the relationships between quasiparticles and collective excitations and coherent excitations. The first row represents a charged particle and its mirror-image quasiparticle. The second row shows compressional and transverse phonons which are collective excitations. The third row shows catastrophic release of $D_2$ in suddenly heated, loaded PdD. On the left are graphs and schematic cartoons that attempt to visualize a small portion of a very complex material science stereoconstellation. On the right are the metaphorical representations.

to an important, new, clean form of energy production: LANR.

2.1. LANR/CF is consistent with conventional physics

LANR/CF is consistent with conventional physics, and analysis of the quasiparticles and collective excitations requisite for success demonstrate that. But successful LANR remains very difficult to achieve. The first key for successful LANR is that the PdD$_x$ alloy must be driven, usually electrically, to extremely high loading, until it is filled and
almost saturated like a sponge with water, and near-bursting like an over-filled balloon. The electrode must accept and maintain high loading for excess heat (>90%), for a sufficient incubation time, up to several hundred hours [6,88,89].

Why? Vacancies must drift into the bulk from the surface, energetically facilitated by the loading itself [6,129,130]. The vacancies are the site where the desired reactions occur. The vacancies must be formed, diffuse in, and be filled before the material is destroyed. The additional, difficult to achieve, keys for successful LANR, is that there must be integrity of the loaded alloy. This is a condition which is circumvented to some degree by the codeposition methods, albeit with their limitations [55].

The dynamic control is complicated. As the lattice loads, it swells. Too much swelling yields irreversible failure, just as a burst balloon.

The fuel for LANR is the deuteron. The deuterons are driven onto the surface of the metal by the applied electric field intensity, using electrochemistry [131–134], or by gas pressure applied. They diffuse and are driven into the metal, sometimes being driven into the vacancies, especially by the Catastrophic Active Media (CAM) reactions (described by the CAM theory; discussed below [135,136]).

In LANR, excess heat and He\textsuperscript{4} [7,11,65] are the usual products, and tritium [8–10], charged particles, gamma radiation and the sequelae of neutrons [50, 52–54,66,67] can be sometimes detected.

Melvin Miles of China Lake with Johnson–Matthey Pd rods was the first to show the correlation of heat and He\textsuperscript{4} production. Arata and Zhang reported de novo He\textsuperscript{4} with LANR, including with Zr\textsubscript{2}O\textsubscript{4}/Pd powder exposed to deuterium gas, but not with hydrogen gas. Les Case using LANR with platinum group metals on carbon catalysts, reported He\textsuperscript{4} production from deuterium gas.

As a result of these findings, but ignoring the intermediates and the impact of the lattice for the moment, the reaction is something like

\[ \text{D} + \text{D} \rightarrow \text{H}^+ + \sim 22\text{MeV(lattice)}. \]  

In most cases, the product is an extraordinary amount of heat. That product is created at above-normal levels of electrical dissipation, called “excess heat”. The LANR-derived “excess energy” begins at high energy, in the excited state of helium, which is obtained from reactions between deuterons within the lattice. That He\textsuperscript{4} excited state is either the first excited state, or one energetically located above it, all at least 20 MeV (20 to ~23+ MeV) above the ground level. This is significant in magnitude and clearly not “low energy”, as often (mis)claimed. As such, purported “low energy nuclear reactions (LENR)” are a misnomer, a paradoxical description of what is actually not observed. Fortunately, they are high energy reactions. An actual LANR sample comprises a population of \( \sim 10^{20}–10^{22} \) candidate nuclei (among deuterons at \( \sim 1:1 \) ratio) which if active fuses \( \sim 10^{12} \) deuterons/s for each 1 W of excess heat produced. The mechanism will be discussed below, with consideration of the CAM and PHUSON coherent excitations, as Eq. (1) is greatly expanded.

2.2. Lattice assisted nuclear reactions may occur at different locations

Three regions are postulated as potential LANR sites. This (called “3RH”) is suggested by existence of three optimum operating point (OOP) manifold groups – known to characterize all LANR systems [33–36,137–143]. It is heralded by, and also consistent with, some experimental data, including our report of (at least) two time constants characterizing “heat after death” (HAD) excess heat [31,43,44]. We previously reported at ICCF10 and thereafter, that the loaded active palladium lattice’s deuteron-loading capacitance is \( \sim 64 \text{mmol/V*} \). The systems’ admittance for the desired excess enthalpy (measured during “heat after death”, also called ‘tardive thermal power (TTP) reactions’), is \( \sim 7 \text{pmol/s-V*} \) and that capacitance is dwarfed by the system’s deloading admittance for loss of deuterons during outgassing which follows turning off the electric field intensity, and that is \( \sim 15 \text{nmol/s-V*} \). The kinetics reveals HAD evanescent heat generated by two (or more) sites [43,44]. Most of the sites have TTP which falls off with a time constant of several
minutes, but some of the sites had a time constant of ~20 min to hours. This is consistent with vicinal surface and deeper sites, with the longer time constant associated with the deeper location within the lattice.

The three different regions of physical locations distinguished are: Region 1 involves the most superficial portions of the palladium, including surface dendrites and a variety of micro- and nano-particles, that characterize electrodeposited, and codeposited palladium alloys involving and at least several atomic layers. These surface sites, generated via codeposition and conventional LANR produce tritium [8–10,49]. Located deeper in the metal, subsurface Region 2 is the metallic lattice physically located beneath Region 1, existing as a thin rim under the surface in the range of 40 m]\) to mm. Subsurface sites (Region 2) yield heat and helium production and transmutation products [7,8]. They characterize conventional LANR (“FP”) systems which make excess heat with commensurate helium production in palladium with heavy water, and excess heat with nickel systems in both light and heavy water.

Region 3 represents deeper sites, or spatially, deeper sites in the metallic lattice or palladium-black systems which efficiently yield heat and helium production. Region 3 is less commonly involved in LANR, perhaps only in the very rare reports involving (“paroxysmal”) energy release from larger volumes. It appears to be involved with Arata’s palladium black in dual cathodes and the NANOR-type preloaded LANR components. These three regions have been analyzed. We corrected, and expanded Nagel’s surface monitoring equation [85] to the modified, volume-corrected, multi-site, Excess Power Generation (EPG) equation [36] for use with OOP manifolds [33–143]. The EPG is shown in Eq. (2) is a double summation (or double integral) where the summation is over each of the three regions, and over depth within each region. The area is A. \(E\) is energy per reaction and \(XSE\) is the excess energy, so dividing it by the time, \(T\) yields the excess power, \(XSP\).

\[
XSE/T = \sum \Sigma [[A * (depth)] * F_{vol} * [N/(A * depth-sec.)] * F_{theor} * E] = XSP.
\] (2)

Summation occurs over each of the sites (or layers), in the surface, subsurface and deep volume. The first term on the right hand side of the equation is the actual volume involved with active foci, followed by the fractional active palladium sites with defects, etc., as required, within that volume, followed by the reactions per second at each of those sites within that volume, and finally a theoretical term (between 0 and 1).

\(E\) is the energy per reaction (circa 24 MeV per fusion reaction from the estimations of Miles, McKubre, and Apicella/Violante [6,7,11, 114], or perhaps 2 MeV less based on the theoretical considerations [161]). \(F_{vol}\) is the functional number of the volume of each site (or layer). It could be 1, or less if the nucleus required is blocked from entry (e.g., deuterons blocked by hydrogen). \(N\) is the LANR reaction density, or the number of reaction sites per A, by layer. If \(N\) are taken as the vacancies, they may vary at the different regions, such as being very high in the codepositionally created volumes.

In the equation, \(F_{theor}\) represents several factors that control, or throttle, the coupling of the He\(^{4*}\) to the lattice. When it varies from 0 to 1, it can thus handle the Coulomb barrier problem by using several theories and factors [144–166], the most important of which will be discussed below. Some factors might relate to needed loss of the de novo helium-4 generated from the active sites, which might be much higher near the surface region than in the bulk region. Other factors may include magnetic interactions such as have been reported with dry, preloaded NANOR-type systems [79].

If the active sites are taken as vacancies, for normal Pd and some PdD levels, this has been investigated by several means, including discussion of the Fukai state which is the maximal level achievable experimentally, and the “healing” that occurs as the lattice tends to reform from those peak vacancy states [129].

3. Electric Polarization and Electrical Conduction

Electrical polarization is ubiquitous. All materials are characterized by their response to an applied electromagnetic field. The applied electric field intensity, \(E\), results in an electrical conduction within the material, and via the electrical
conduction process (and there may be many), there follows the linked electrical polarization. It is these polarizations (ionic polarization, atomic polarization, orientation polarization, space charge polarization, and domain polarization) which make each material unique.

Electrical conduction and polarization are, and must be, related because any motion of charged particles, and of molecules with distributions of charge, necessarily result in both conduction and subsequent polarization as a result of the motion. As a result, these two aspects of the complex permittivity are also related through the Hilbert space.

There are many types of electric polarizations. Electric polarization is very important because of the many ways it relates to LANR (and so much else). For example, other electrically charged particles also induce polarons, including from deuterons, when they are loaded in the palladium or nickel cathodes.

### 3.1. Role of frequency and E-field intensity

Figure 2 shows the types of electric polarizations that can occur. Notice that fewer types of electrical polarization become available at increasing frequencies. This falloff of contribution occurs because heavier masses cannot keep up with the driving frequency of the applied electric field intensity at higher frequencies.

As Fig. 2 demonstrates, the complex dielectric permittivity is a function of frequency. At low frequencies, the induced (“second-order”) magnetic field can be neglected and so what is important is only the response of material to an applied electric field intensity. That said, it is also important to recognize that the E-field may be quite large locally. Depending on the materials, solutions, and electrodes, if irregularities are present at an electrode, for example spikes on a cathode, and if charge carriers are present in the solution, then the electric field intensity distribution can change dramatically with tens of thousands of volts per centimeter suddenly appearing over, or near, such irregularities.

![Figure 2](image_url)  
**Figure 2.** Real (ε’) and imaginary (ε”) parts of the complex dielectric permittivity of a hypothetical material as a function of frequency. Shown are four types of electrical polarization. Each polarization/conduction has an imaginary contribution, with a peak, *(blue curve)* adding to the electrical conduction. From von Hippel “Dielectric and Waves” [124].
3.2. Complex relative permittivity

From a mathematical point of view, the electric polarization \( (\varepsilon') \) is the real part of the complex relative permittivity \( (\varepsilon^*) \).

\[
\varepsilon^* = \varepsilon' - j\varepsilon''
\]

\( \varepsilon'_0 \) is the permittivity of a vacuum. When the permittivity of a material, \( \varepsilon \) is divided by \( \varepsilon'_0 \), the result is \( \varepsilon' \) which is the relative permittivity. This is called the “dielectric constant”. However the term “dielectric constant” is itself a misnomer because it is not a constant, but changes with, and usually decreases with, frequency. That said, for most materials only electric and ionic polarisation are significant, and therefore the dielectric constants of almost all materials, except ferroelectrics and water/ice (vide infra), are usually in the range of 3–6.

The electrical conductivity of a material is mathematically described by the imaginary part of the complex permittivity and is the product of the electrical conductivity and the angular frequency.

\[
\varepsilon'' = \sigma * \omega.
\]

4. Quasiparticles

A quasiparticle generally results from the interaction of a constituent particle with the surrounding solid polarizable or magnetizable material. Several types of quasiparticles are described in this section.

4.1. Electric polaron – Electron and its polarization cloud, including surrounding ions

Perhaps the simplest example of a quasiparticle is the “electron quasiparticle” or “polaron”. A polaron is a quasiparticle which comes about when an electron (and its surrounding electric field) interacts with its surrounding ions, which may be free to move, and then distorts the stereoconstellation of those positive and negative ions around it.

First, the important point here, for this moment regarding polarization (including in water), is that quasiparticles can be induced. For example, if and as the electron moves, the surroundings are perturbed in complex way producing a sort of tunnel through which the electron can move. Attention is again directed to the fact the differences between the real free electron particle, and the one moving through a lattice, driven by an applied electric field, as an electric polaron quasiparticle is created. In the latter, the electron behaves as if it had a different, heavier mass due to exchange and correlation interactions with all the other charged particles, despite their having the same charge and spin.

4.2. Magnetic polaron – Magnetic moments organized as a magnetic polarization cloud

Magnons can be created as two types of quasiparticles and one type of collective excitations. First, one magnetic quasiparticle occurs as the L and S moments (angular magnetic moments of electrons in atoms) couple as J, and as described in quantum chemistry. Thereafter, second, the single magnetic moment is oriented and can magnetically polarize the lattice or environment around it. This is the magnetic equivalent of the electric polaron. However, although the impact on the medium is similar, the interaction forces are much weaker.

4.3. Exciton – Bound electron and hole (absence of an electron below the Fermi level)

What is a “hole”? It is the absence of some material, particle, or object (Fig. 3). Consider a pearl falling into a thick shampoo solution (e.g. from the 1960s Prell shampoo commercial, https://www.youtube.com/watch?v=9lFsrjoLkq0).
The flow analysis can either be based on Eulerian coordinates simply following the flow of the fluid around the pearl (requiring solution of the fluid flow as a $f(x, y, z, t)$, first, and using the convective derivative) OR based on Lagrangian coordinates following the transit through the thick solution (with the location of the pearl as a $f(x, y, z, t)$). The latter is much easier to calculate. In solid state physics, a hole similarly consists of a missing electron from the valence band of the crystal semiconductor. The hole is a quasiparticle in the “reverse image” of an electron, and it can interact electrostatically, much like an electron. That is because the hole is functionally and relatively electrically positive, opposite the charge of the electron. Thus, the hole can interact electrostatically with the electron and even produce a bound state with a measurable binding energy. The interaction creates yet another quasiparticle, the “exciton”, which results from the bound electron and hole and their interactions, together.

4.4. L,D defect – The quasiparticle enabling conduction in aqueous systems and the loading of Pd and Ni

The hydrogen-derived quasiparticle, and particularly relevant here, the deuteron-quasiparticle, must be considered because they each create L- and D-defects in heavy water, and their ferroelectric inscription patterns. This is one of the most important quasiparticles in CF because it is THE origin of the fuel for LANR via the deuteron to He\textsuperscript{4} fusion reaction for most aqueous CF/LANR systems, such as the classic F–P system, the codepositional, the high impedance, and PHUSOR\textsuperscript{®}-type system. In each of these, the deuteron is driven into the metal by the applied electric field intensity.

In most cases the product is gas evolution, and in successful CF/LANR there is also produced an extraordinary amount of heat and nanoscopic quantities of de novo He\textsuperscript{4}. Understanding this important quasiparticle begins with the requirement of considering the structure of water and, therefore, ice.

4.4.1. The nano-structure of water – There are two lattices in water and ice

Water is not a gas but has a three-dimensional stereoconstellation, and surprisingly it has both elements of order (the oxygen atoms) and disorder (the protons or deuterons).

Water’s atoms of oxygen and hydrogen (or deuterons) are arranged in structures with definite physical rules and it is best understood as a complicated three-dimensional structure comprised of two lattices. The lattice of the protons
and/or deuterons is located within a second lattice (the oxygen atoms). The most important point is that there are two lattices and that the proton lattice is often totally ignored. Much has been learned by studying the protons, their electric dipole moments, and their entropy, which result from their distribution and decoration upon the organized oxygen lattice.

The fact that water has a second proton lattice within it means that water has not only singular properties, but has an incredible impact upon both the properties of materials dissolved within it (including clathrates, hydrates, biological systems, etc.) and the operation of systems using it. Additional complexities occur because the hydrogen in water could be the rarer heavy hydrogen, deuterium, which is the desired fuel in CF/LANR and is used at the 98–99.95% levels in the best CF/LANR systems.

4.4.2. The organized oxygen lattice

Water is actually two lattices [115]. First, there is the spatially fixed oxygen lattice, which is a hexagonal lattice (Wurtzite type). It is an ordered lattice and is “decorated” by a second proton lattice, which is disordered in ordinary ice (Ice I_h).

Deuteron Bond/Hydrogen Bond – Etiology of the Ordered Oxygen Lattice

The origin of the oxygen lattice of water begins with electronegativity of the oxygen atom. That electronegativity creates asymmetry by the displacement of the electron clouds toward the oxygen atom. With that resultant asymmetric redistribution of electronic charge within the water molecule, there then follows the creation of unbalanced (positive) charges at the hydrogens (or deuterons) and negative charges in the form of two “free” (negative) sp^3 lobes surrounding the oxygen nucleus and creating the tetrahedral appearance.

The H-bond process immerses a proton into an electronic cloud of a second neighboring water molecule, creating one hydrogen bond by neutralizing charge. The Coulombic neutralization is large, and on the order of 4.5 kcal/mol (compared to the relatively much less “background thermal energy” which is only k_B T \approx 0.6 kcal/mol) making the hydrogen bond thermally stable.

This asymmetric charge redistribution produces both an intramolecular dipole moment, and most importantly can result in a “hydrogen bond” (or “deuterogen bond”) by having two (or more) water molecules self-assemble. These hydrogen bonds are ubiquitous, partially due to the low steric requirements of the protons (from the ability to rotate). Then, something wonderful happens.

The water molecules are linked by hydrogen bonds into a complicated tetrahedral system locally and regionally. First, the structure of water and ice on the atomic scale is associated with tetrahedral symmetry from the orientation of the oxygen atom (Fig. 4). Each water molecule is engaged in four hydrogen bonds. In two, the hydrogen atoms are about 1 Å from the origin, whereas the other two hydrogen bonds have hydrogen atoms from neighboring water molecules which are more distant. This difference is critical and creates the electric dipole moment and the proton disorder [115–128].

4.4.3. The disordered deuteron lattice

The proton disorder of water’s hydrogen sublattice leads to the unusual electric conduction and polarization properties of water. Most importantly, the proton disorder creates the large dielectric constant of water that enables water to dissolve so many materials. Furthermore, the proton disorder of water/ice contributes to the great heat capacity of water (the ability to absorb heat with a negligible increase in temperature).
Figure 4. (Left) Water’s tetrahedral structure permits intramolecular proton transfer making L and D defects. L- and D-proton defects initially arise from infrared vibrations. Here one such vibration launches a proton from one oxygen electron orbital to another creating the paired defects. (Middle) The diffusion of L, D defects inscribe ferroelectric dipole moments recorded by dielectric spectroscopy. (Right) an applied E-field makes L and D defects move through the lattice and creates drift ellipsoids of leaving the inscribed ferroelectric polarization, from these quasiparticles, onto the aqueous lattice (seen macroscopically).

4.4.4. The macro-structure of water

How is water like ice? In water, only about one-seventh to one quarter of the hydrogen bonds are broken compared to fully frozen ice. This can be quickly shown as follows. Consider the ratio of the heat of fusion (which is what takes ice to water) to the heat of vaporization and fusion and two other terms. The first additional term in the denominator is the 100 calories required to reach 100°C. The second term arises from the fact that ice is not truly a solid (consider the surface during skating) until −30°C, which adds yet another 0.5 cal/g-°C of the material to the denominator. This ratio supports the details and conclusions outlined above, that the only correct conclusion is that the majority of hydrogen bonds in water are intact.

The structure of water appears to be a mixture of Ice 1h (50%), Ice 2 (30%), and Ice 3 (15%). Probably much more subtle variation exists, and certainly so near any electrode, double layer, and/or energy system. Ice 1h is the hexagonal form of ordinary ice, ubiquitous on Earth. By contrast, Ice 1c the metastable form characterized by cubic symmetry, and only obtained at high pressure.

4.4.5. Large dielectric constant of water and ice

For most materials the dielectric constants are usually in the range of 2–6. However, for water and Ice 1h, the arrangement of the molecules permits proton disorder in the sublattice and thus introduces a new method of electric conduction and polarization (Figs. 4–6), and the result is a much larger dielectric constant; a whopping 92 for ice, and 88 for water [115,126–128].

The unusually large dielectric constant (= the real part of the complex permittivity) of water is particularly important because it both distinguishes it from most other materials and because it enables diverse reactions ranging from chemical solvation to free radical reactions, which can then occur by shielding free charge and unpaired electrons, respectively.

It is water/ice’s proton disorder and the drift of L,D defects which creates the unusual dielectric properties of water.
Deuteron disorder and L, D defects

Normally, there is one proton between each pair of oxygen nuclei (Fig. 5), but not always. L and D defects initially arise from infrared vibrations, as suggested by Bjerrum (Fig. 6). A D-defect has two protons between any two oxygen nuclei. An L-defect has none.

Thus, with sufficient background thermal energy there are created many L and D defects throughout the volume of water or ice. Then, the action of an applied electric field intensity to that sample of water/ice results in an electrically induced drift of these intramolecular proton (and deuteron) defects.

Conduction/polarization phenomena – L, D defects quasiparticles and their diffusion

The result of an applied electric field on the L- and D-defects is that the E-field inscribes a series of intramolecular defects into the water lattice (cf. Fig. 4). The inscribed defects create a large electric dipole moment.

Over vast distances, the L- and D-defects migrate in an applied electric field intensity. The normal spheroids of defects distort into field-directed ellipsoids, which are shown. As the defects migrate, they leave trails of proton order which are slowly erased by thermal action. Their movements inscribe into the proton sublattice a generally field directed electric dipole moment, as von Hippel and others at the Laboratory for Insulation Research (MIT) have shown.

It is this inscribed electric dipole moment which creates the large dielectric constant. Those who work with cold fusion and energy conversion systems involving water ought to consider these defects, referred to above, which markedly impact the proton disorder and the characteristics of water and ice.

In heavy water, the small ratio of electrical energy compared to $k_B T$, produces drift ellipsoids of L- and D-deuteron defects. This yields a cathodic “fall” of deuterons, a double layer in front of the electrode surface. The concentration polarization produces very large local electric field intensity, ranging from $10^4$ to $10^7$ V/cm [131,5]. The double layer is a relaxation response, and not a resonance response. Transfer of deuterons through it can be enhanced by light [42], however.

In summary, the applied electric field intensity causes E-field directed movement of the quasiparticles formed of the defects. The high dielectric constant of water actually results from movements of protons in and through the proton lattice creating a ferroelectric inscription with several important implications.

Dielectric spectroscopy of water/Ice

These phenomena are observed and measured by dielectric spectroscopy. Dielectric spectroscopy is the study of a material’s electrical properties as a function of frequency. When water is examined by AC electric fields, from approximately $8 \times 10^{-3}$ to $10^7$ Hz for ice, higher for water. There are resolved several complex dielectric relaxation
Figure 6. Schematic showing the deuteron flows at a cathodic electrode metal surface. The solution is to the left. At the metal surface, several components of deuteron flux must be considered; entry into the metal ($J_E$), movement to gas evolution ($J_G$), and an extremely tiny loss by potential fusion reactions ($J_F$). $J_{IP}$ is a pathway afforded with a metamaterial [163].

Figure 7. This graph shows the theoretic results of a sudden catastrophic active media (CAM) desaturation of a palladium electrode with respect to deuterons. As the palladium heats up (in positive feedback), the solubility of the D in it decreases, leading to a massive falloff of the fractional saturations (D/(PdD) % defined as $\Gamma_D$). This drives the deuterons by the CAM catastrophic desaturation into the vacancies which are the site of the LANR reactions. The time constants, $\tau_C$ and $\tau_e$, and the other variables, are discussed further in the original paper [135,136].

Spectra resulting from the proton sublattice and the movements of L- and D-defects (e.g., confer Fig. 6). Even the “purest” Ice I_h has seven (7) discrete subspectra (not all are seen in Fig. 7). More information is in IE [115] and von Hippel’s texts [126–128].

The largest (“major”) subspectrum (previously, formally called spectrum #3) of water and ice is most related to the classic “dielectric constant.” It does not result from water molecules spinning like tops as is popularly supposed. Also it does not result from rotation of the water molecules, as is also popularly supposed. In fact, it could never...
result from either because the ratio of the hydrogen bond energy to the thermal energy is so large that the bonds are stable. Simply put, the structure of water and ice are too energetically bonded and energy-expensive to enable the 13.5 kcal/mol required for any such rotation, or the 18 kcal/mol required to rip a water molecule out of an intact lattice.

Hence the high boiling point of water. By contrast, the high dielectric constant of water actually results from movements in the proton sublattice, that result from the electric field-directed movement of defects in the proton sublattice.

5. Collective Excitations

In contrast to quasiparticles, collective excitations result from aggregate behavior (of the lattice, or dielectric, or even plasma) and bear no resemblance in any way to the aggregates components and constituent particles. Some involve motion of many physical particles linked in space, like phonons or plasmons, that are from atomic and electronic motions within the crystal lattice, itself.

How they are connected determines if it is simply incoherent collective, or truly coherent collective excitations.

5.1. Collective excitations – Phonons – Quantizations of mechanical lattice vibrations

The first example of a collective excitation is the phonon. A phonon results from the coherent vibrational motion of the locoregional periodic atoms comprising the crystal lattice. Phonons occur widely because all lattices, in which the energy is invariant under a rigid translation of the entire lattice, must have at least one acoustic mode (sound wave) with resultant collective, coherent, oscillations of the crystal lattice. Unlike fermions, phonons are bosonic quantized lattice vibrations meaning that an arbitrary number of phonons can be excited in each phonon mode.

In successful LANR, there are enough phonons (lattice vibrations) to act coherently, to enable coherent energy transfer (from where the excess heat arises for the just-formed high energy helium excited state to shed \(20 + \text{ MeV} \) to the lattice [6,144–147,156–162] as the He\(^{4}\)\(^{+}\) returns to the He\(^{4}\) ground state. Hence the “excess heat”. Ergo, it is the lattice – and specifically phonons – that open up the new pathway.

5.2. Collective excitations – Plasmons – collective excitation quantum of plasma oscillations

Plasmons are the quanta of plasma collective oscillations and excitations. They can occur both in lattices and in electron gases and plasmas where all the electrons oscillate synchronously with respect to all counter-ions via Coulomb interactions. Plasmonics goes even further and uses optics and nanoelectronics to make novel devices. However, present plasmonic devices suffer from ohmic loss and electron-core interactions [177].

5.3. Collective excitations – spin-wave magnon in a lattice

Spin wave magnons are quantum magnetic spin waves collectively excited in the crystalline lattice. They exhibit new degrees of freedom as they arise from the interaction of the electrons’ magnetic spin structure (already a quasiparticle) with the crystal lattice within which it sits. The result is the quantum spin wave (Fig. 5) [178,179].

6. Higher Order Quasi-particles of Collective Excitations

Unlike quasiparticles, collective excitations result from the ORGANIZED aggregate behavior within the object (usually a lattice). A coherent collective excitation is one which is united and forms an entire uniform constant phase relationship.

Examples are given in Table 1 and below.
6.1. Quasiparticle avoiding collective excitation – Mössbauer effect

The first example is the Mössbauer effect [167–175] which works by coupling iron nuclei in the crystal lattice by with the iron atoms’ electronic s-orbitals. The Mössbauer effect is recoil-free emission and absorption of gamma radiation by a nucleus contained in a solid lattice. Although momentum is conserved, the entire lattice coherently is involved in the excitation and/or de-excitation. In the Mössbauer effect, the lattice as a whole recoils and thus the recoil energy is very well defined with no phonons involved, and thus (inaccurately) called “recoil-free”. Importantly, this leads to very narrow line-widths (with a $Q$ of $\sim 10^{14}$ vs. a laser with a $Q$ circa $10^{10}$). This is important to CF/LANR in that it absolutely demonstrates the existence of nuclear coupling to the lattice by demonstrating conclusively that the nucleus is connected to the lattice through the s-orbitals, which do not go to a probability of zero at the nucleus.

6.2. Complete theory of CF/LANR

6.2.1. Quasiparticle enabling collective de-excitation

Successful LANR begins with loading of the lattice, the kinetics of which can be described by the quasi-1-dimensional model of loading. LANR, after loading, then has at least two coherent excitation/quasiparticles in its successful action. These sections will describe the pathway to successful activity in LANR. What is described here is a multistep process to LANR.

Then there occurs a coherent excitation involving the catastrophic active media forming deuteron flux and very rapidly filling of the vacancies (CAM theory). Under some circumstances, as discussed by Takahashi, Scott and Talbot Chubb and others, there can occur in the lattice the formation of excited helium 4 ($^4\text{He}^*$). Finally, in the fourth irreversible step there is the de-excitation through the PHUSON coherent particle [161]. These steps, and the energy levels explain the observations of LANR – including the excess heat, and the lack of significant emissions.

6.2.2. CF/LANR first requires loading

As discussed at ICCF-4, we suggest a series of reversible reactions which lead up to a final irreversible step. The series includes an intermediate state which is called apo-$$^4\text{He}^*$$ (meaning that which occurs before the $$^4\text{He}^*$$ is seen). apo-$$^4\text{He}^*$$ is on the way to becoming the excited helium state, $$^4\text{He}^*$$, located about 22 MeV above the ground state of helium. If the conditions are perfect, $$^4\text{He}^*$$ can then become de novo $$^4\text{He}$$ and heat the lattice, where it appears as “excess heat”. If successful, then in the highly loaded lattice (n D within the Pd, which is ignored in this equation):

$$n \text{ D} \leftrightarrow \text{apo } ^4\text{He}^* \leftrightarrow ^4\text{He}^* \rightarrow ^4\text{He} . + \text{ “excess heat”}.$$  \hspace{1cm} (5)

*Step 1* – (a reversible step) Loading of palladium by deuterons

The LANR reaction begins in the extremely difficult-to-achieve highly loaded Group VIII lattice. There is a critical content of loaded Pd for activity, generally described as a requirement of $>\sim 0.85$ (McKubre, Tanzella and others [6]). Understanding this system requires continuum electromecanics and not electrochemistry.

6.2.3. CF/LANR requires deuteron flux

Deuteron flux is examined here by the quasi-1-dimensional model of loading which shows that conventional “electrolysis” is WRONG and a “red herring”, and is why many have trouble achieving successful LANR. The Q-1-D equations [140,141] show the way to optimal results. These equations explain some of the difficulties $\sim 1989$+ and they DO NOT DEPEND upon equilibrium conditions, and in fact they make successful predictions (both unlike the relatively useless Nernst equation).
Figure 6 shows a metal surface and several components of deuteron flux. They must be considered, including entry into the metal ($J_E$), movement to gas evolution ($J_G$), and an extremely tiny loss by potential fusion reactions ($J_F$). $J_{IP}$ is a pathway afforded by the high impedance spiral PHUSOR-type LANR component (not to be confused with the Phuson).

\[ J_D = -B_D \frac{d[D(z,t)]}{dz} - \mu_D[D(z,t)] \frac{d\Phi}{dz}. \]  

Equation (6) describes the flow. $J_D$ is the flux of deuterons, $B_D$ is their diffusivity, and $\mu_D$ is their electrophoretic mobility. The deuterons can enter the metal forming a binary alloy. Deuterons which enter (load) into the palladium lattice drift from shallow to deeper sites within the palladium, obstructed by ordinary hydrogen at interfaces and grain boundary dislocations. The quasi-1-dimensional model begins with the Navier–Stokes equations which ia also used to describe flow for fluids and other materials in continuum electrodynamics [5].

Dividing each flux by the local deuteron concentration yields the first order deuteron flux constants, $k_E$, $k_G$, and $k_F$ (cm/s), respectively. They are linked as follows through Gauss’ law and integral equations.

\[ k_E = \mu_D E - (k_G + k_F). \]  

This shows absolutely clearly that LANR can be missed by insufficient loading, contamination (affecting $k_E$, e.g. by protium), and by the evolution of $D_2$ gas, which all inhibit the desired reactions. This also shows that the first order deuteron loading rate equation teaches that the deuteron gain by the lattice depends on the applied electric field MINUS the loss of deuterons from gas evolution ($k_G$) and fusion ($k_F$) (consistent with conservation of mass).

Furthermore, when the deuteron flux equation is modified by the Einstein relation, the first term now has geometric, material factors, and the ratio of two energies (the applied electric field energy organizing the deuterons divided by $k_B T$, thermal disorder).

\[ k_E = \frac{B_D q V}{L k_B T} - (k_G + k_F). \]  

The modified deuteron flux equation reveals how competitive gas evolving reactions destroy the desired reactions, and how the ratio of the applied electric field energy to thermal energy ($k_B T$) are both decisive in successful LANR experiments.

In CF/LANR, despite these unimpeachable equations, the mathematics is surprisingly ignored by most, especially those who fail repeatedly. Also usually ignored is the requisite condition of the loaded lattice, how it loads, its variants and noticing that the desired reactions do not occur at robust levels in their absence.

6.2.4. CF/LANR requires CAM-driven deuterons and Anderson focusing

In Pd–D, the key movements on the “road” to successful “cold fusion” (i.e. LANR) begin with the D within the highly loaded Pd. The deuterons are driven by catastrophic desaturation following local temperature increase. This desaturaton, and the rise time to produce by positive feedback, are described by the CAM (catastrophic active media) model. Briefly, after loading (Step 1), there can – under some conditions – occur Step 2 which is the CAM-driven filling of vacancies.

\[ \text{Step 2} - \text{(a reversible step)} \text{ CAM formation of apo-}^4\text{He in hyperloaded Vacancies} \]

In summary, the CAM reactions drive the loaded deuterons to the vacancy sites. Equation (9) notes that Takahashi has denoted that clusters of 4 and 6 may also especially enable these desired reactions.
The Catastrophic Active Medium (CAM) model [135,136] of LANR considers the deuteron solubility in, and the unusual solubility–temperature relationship with, palladium. The complete model involves the saturation of the Pd by D. This is the expected full amount that can be contained therein, and is a function of temperature. The fractional saturation and its interactions with the phonons and the interstitials and vacancies within the palladium better explain how LANR works. Unlike most metals [91,94] characterized by low solubility (~one deuteron per 10,000 metal atoms), the deuteron solubility in palladium is quite large and decreases with temperature. The CAM model first treats the metallic Pd lattice, into which isotopic fuel is loaded, like a vase for the D (emphore, from *amphora*), and follows the changes in partial saturation of the Pd with D.

Second, the model adds in the fact that the Pd is an active medium capable of rapid desorption of deuterons, with recruitment potential of even more deuterons. This can happen in a paroxysmal and catastrophic way with feedback effects. This has a profound impact on increasing deuteron recruitment, which means the increase of heat produces even more suddenly available deuterons by desorption of D from the Pd (positive feedback [135,136]).

Third, the model reflects that the metallic Pd lattice is heterogeneous, and the model considers all types of sites in which the intraelectrode deuterons can reside, including deeper traps supplementing the octahedral and tetrahedral sites. Most importantly, the model documents that the loaded Pd is an active medium capable of rapid deuteron desorption and redistribution (shown in Fig. 7 by \( \tau_C \)), and that there can also be movements into vacancies by Anderson focusing (a solid state effect which focuses D flux into vacancies).

It is the movement of deuterons from throughout the loaded palladium to the active sites that begins the LANR process, and it is augmented by feedback, by phonon-flux coupling, and by the confinement (discussed in the CAM theory from ICCF-4 when the nuclear active site was first introduced). A partial CAM computer model (from ICCF-4) relating the normalized deuteron fugacity, temperature, and the fractional saturation (Fig. 7) shows the relationship of loading, deuterium, and temperature within the cathode. This has been shown to be qualitatively consistent with some experimental observations, as confirmed by Martin Fleischman after ICCF-4.

The model shows that although the deuteron fugacity \( (\Theta_{D,Pd}) \) (where fugacity is related to the deuteron pressure [131,133]) rises slightly, thereafter the deuteron saturation curve in Fig. 7 falls rapidly for the loaded palladium. There is a 7-fold decrease in deuteron content from 5 to 50°C. Prior to destruction of the lattice through cracks and dislocations and rupture, this desaturation creates an increase in the intrinsic pressure (fugacity) which follows the intraelectrode deuteron flux from redistribution. Because of the fractional saturation-temperature effect, dynamic inversion of \( \Gamma_{D,Pd}(t) \) occurs as \( \Theta_{D,Pd}(t) \) and temperature reach crescendo levels.

As a result, after sufficient time, the active site (compartment 2) is suddenly and catastrophically “fed deuterons” from the large vicinal volumes of the crystalline palladium lattice (compartment 1), further increasing the likelihood of additional temperature-incrementing reactions. Eventually, however, the crystal lattice is unable to survive intact, and instead the surface energy normally required to prevent the palladium from escaping, becomes insufficient and the reactants continue to move from their normal sites to accumulate in compartment 2 by the catastrophic reactions and thereby maintain close contact for the desired reactions.

The surface energy required to rupture the palladium prevents the escape of the reactants as they continue to accumulate by the catastrophic reactions and thereby maintain close contact for the desired reactions. Positive feedback comes from the catastrophic behavior secondary to the saturation–temperature relationship. However, when the internal pressures are able to exceed the energy needed to create fresh new surfaces in the palladium, leakage then occurs and the sample becomes, at best, locoregionally inactive.

Simply put, there is injection of deuterons into the vacancies by the sudden catastrophic desaturation of highly loaded Pd. That is followed by a quasiparticle which drives the desired reaction by coupling to the lattice.
6.2.5. Band states, Bose–Einstein states

\[ \text{apo}^{4}\text{He}^{*} \leftrightarrow {^{4}\text{He}}^{*}. \]  

(10)

The lattice enables this reversible reaction through internal conversion (Talbot and Scott Chubb [152–155]). The critical reaction proceeds and is described by either Band States and/or Bose–Einstein states, and other interaction models. It is enabled by the collective excitations of phonons. In addition, it is reasonable to assume that conditions may enable formation of \(^{4}\text{He}^{*}\) if and when there is sufficient activation energy (Cravens, Letts, Swartz) [16,23,24,42].

6.2.6. The Phuson quasiparticle enables coherent collective de-excitation

The coherent means of excitation of the lattice, the Phuson [161], enables LANR by coherent transfer of energy from \(^{4}\text{He}^{*}\) to the lattice. Understanding LANR from this point of view requires closely studying the PHUSON, which is the coherent “particle” of the PHUSON theory. Simply put, the phusons, coherent excitation objects/particles cooperatively transfer energy from the megavoltage energy of the \(^{4}\text{He}^{*}\) to the lattice. There results: lattice heating (“excess heat”) and de novo \(^{4}\text{He}\). As discussed in the original paper, the PHUSON theory has a mechanism which incorporates the observed products, and the energy levels to all those branches. As a result, it succinctly explains the differences in observed outputs, including the observed “excess heat” as \(T\) rises. It also explains the different branches observed near room temperature (“LANR”) and at hot fusion temps. The PHUSON theory of LANR has a mechanism which has been, and can be, used to make more reproducible experiments and systems.

Step 3 – (an irreversible step) De-excitation by Phuson to \(^{4}\text{He}\)

\[ ^{4}\text{He}^{*} (\text{via PHUSON – coherent transfer (Swartz)}) \rightarrow ^{4}\text{He}. \]  

(11)

In this step, there is a critical IRREVERSIBLE (~20 MeV) transition that is coherent by PHUSON, enabled by phonons, as Hagelstein has described lossy spin bosons [190–194], and (as will shortly be shown) magnons [77,79].

There are many factors that contribute to increase the likelihood of possible fusion: electrical charging of the cathode to a high negative voltage, the deuteron band structure, Bloch-symmetric Bose–Bloch condensates, plasmon exchange, electron screening, and the increased effective mass of the deuterons due to polarons which occur in the crystalline lattice and other dielectrics used.

The coherent de-exciting PHUSON enables the massive energy loss by way of lossy spin bosons processes involving phonons and (as we have shown at ICCF18) magnons. Hagelstein incorporates the optical phonons in his theory. Swartz at ICCF20 has shown these to also include acoustic phonons [69].

The PHUSON cooperatively transfers energy from the megavoltage energy of the \(^{4}\text{He}^{*}\) to the lattice in a process which is consistent with conventional physics, and where it appears as “excess heat” [161,162]. The temperature rise occurs as the acoustical and optical phonons become unable to carry off all the momentum and excess energy of the reactions.

Phonon de-excitation modes apparently produce transitional times significant for enabling \(^{4}\text{He}^{*}\) to \(^{4}\text{He}\) transitions which involving recruitment of sufficient numbers of lattice sites and their associated phonons. After adequate containment time and flux, there is near commensurate amount of excess heat observed in LANR, with the “ash” which is de novo He\(^{4}\). This process is the unique feature that allows LANR to occur with energy transfer to the lattice.

Specifically, the PHUSON theory explains why there is a relative absence of strong neutron and gamma ray emissions in LANR. The gamma emission branch from the excited state of \(^{4}\text{He}^{*}\) is actually spin-forbidden for both hot and cold fusion. However, at higher hot fusion temperatures the restriction is lifted slightly so that some gammas are seen,
and not zero. This spin-forbiddenness of gamma emission is therefore consistent to what is seen for both hot and cold fusion.

The PHUSON theory correctly describes the relative absence of neutrons emissions in LANR. The only nuclear branches available are those whose band gaps are surmountable by the available activation energy (limited by the ambient temperature and incident radiation). The neutron emission branch is more than 1 MeV above the first excited state (\(^{4}\text{He}^\ast\)). Hot fusion has large activation energies available (it is “hot”). LANR does not. In LANR, given the actual much smaller amount of thermal energy, \(k_B T\), available for LANR (~1/25 eV), absence of adequate activation energy decisively means that that branch is NOT available, as it is for hot fusion. Neutrons are not observed, helium 4 production is in its stead [161,162].

Attention is directed to the fact that the PHUSON theory incorporates the observed products, and the energy levels, which explains the branching ratios based on, and explained by, thermal energies available [161]. It also explains the origin of the excess heat in active LANR systems. The corollary is that the Phuson is a quasiparticle of collective de-excitation observed in high impedance PHUSOR-type CF/LANR systems, and it is quite capable of amplifying incremental power gain significantly.

7. Other Higher Order Systems

Although they are not all related to CF/LANR, some are, and these other higher order systems demonstrate how understanding quasiparticles and collective excitations explain much in physics and material science.

7.1. Quasiparticles of collective excitation – exciton–polaritons, phonon–polaritons, and plasma polaritons

The first example in this higher order categorizations are exciton–polaritons, phonon–polaritons, and plasma–polarons which are quasiparticles of a photon interacting with exciton, phonon, or plasmon, respectively, each arising from collective excitations of a material.

7.2. Quasiparticle of collective excitation – plasmariton – a dressed photon consisting of a plasmon and photon

Another example of a higher order quasiparticle is a plasmariton, which is a photon coupled with both a second optical phonon and a plasmon, a collective excitation.

7.3. Quasiparticle of collective excitation – spinon – quantum spin fluids

Spinons are quasiparticles produced in quantum spin liquids and in rare minerals like Herbertsmithite (Fig. 8) that exhibit magnetic spin liquid states. Herbertsmithite (ZnCu\(_3\)(OH)\(_6\)Cl\(_2\), Mohs hardness ~3.5, 3.76 g/cm\(^3\)) has that magnetic anomaly beneath its light-green blue color.

Both it, and its synthetic form, have a Kagome lattice structure, named for the Japanese weaving pattern of repeating triangles, and demonstrate a quantum spin “liquid” in that their domains are neither ferromagnet nor antiferromagnet and instead have “constantly fluctuating scattered orientations”. Because of lattice interactions, the magnetic fields are unable to settle into a lowest energy alignment, and must constantly change the direction of their local magnetization. This is confirmed indirectly by neutron scattering.

7.3.1. **Coherent quasi-de-excitation – magnetic Phuson (2nd OOP) enables LANR and is a second pathway for de-excitation**

There is another coherent de-excitation possible in LANR systems, elicited by an applied magnetic field intensity. Previously, magnetic [15,52,97], and radiofrequency electromagnetic [14] effects have been reported in aqueous LANR
systems. In aqueous LANR systems, steady magnetic fields have a small effect which may be inhibitory, especially if perpendicular to the direction of the application of the applied E-field intensity.

Astonishingly, it was discovered that for some magnetic interactions with nanostructured LANR systems [77–79], there is also enhanced improvement of LANR (which occurs at the same time as the applied magnetization and therefore here is called “synchronous”). Also, there is improved LANR excess heat output which also appears later, after the onset of magnetization (since it occurs long after the magnetization when there is no extrinsic magnetic field intensity applied, it is called a “metachronous” effect) and is long-lasting. This was the first evidence of a fractionated high magnetic field intensity producing activation and rejuvenation of nanostructured LANR material, rejuvenating the output to higher levels.

Importantly, as Fig. 9 shows, there results an increase in excess energy gain, and increased incremental power gain, over ordinary LANR. The application of dH/dt created an increase of 4–10 times the peak power gain over conventional LANR with the same system.

The peak power gain of such treated NANOR@s (M-NANOR@s) ranged from 22 to up to ~80 times input electrical power beyond the ohmic thermal control, as determined by calorimetry.

Pertaining to this paper, there are both synchronous and metachronous impacts after a repeatedly pulsed (“fractionated”) magnetic field intensity, both associated with strong evidence of two (2) OOP manifolds [79]. The second OOP is evidence of a second method/means of coherent de-excitation for successful CF/LANR. The first OOP (as described in the literature in the absence of an applied H-field) is enhanced, and in addition the second OOP makes the entire system make even more excess heat, far beyond that expected in the absence of the H-field, making the system quite improved.

The high intensity fractionated system induces a serious secondary E-field as discussed [79], and is even capable of destroying some circuits.

7.3.2. NANOR-type CF/LANR components

Previously, all LANR systems and the NANOR@s had shown a single optimal operating point manifold for excess heat operation, ⁴He production, and other products. Today, that is no longer accurate, or adequate as an engineering principle, because even after a single treatment to a high intensity fractionated magnetic field, there arise two OOP manifolds. The new one is at higher input electrical currents to the NANOR, and is located to the “right” of the conventional LANR OOP.

Although LANR has a first stage mediated by phonons within the loaded lattice, there is a magnetically coerced
Figure 9. Optical operating point manifolds of LANR, and with and without application of large magnetic field intensities shown against the ohmic control (“normal”). Shown are both synchronous and metachronous results of the applied H-field. A new second (“dH/dt-enhanced) optimal operating point appears (“M-OOP”) appears DURING the application of the field, heralding a new LANR pathway.

second stage, which we believe may be mediated by magnons or interactions of phonons with the magnetization field. Magnetization, alignments of magnetic domains, which are observed in such treated NANOR-type components (called “M-NANORs”; [77,79]).

Figure 10 shows curves which plot the electrical input power, at four different input electrical power levels, and the calorimetric responses of both the ohmic control and the preloaded NANOR®-type component. Four complete cycles are shown. The x-axis represents time. The y-axis on the left-hand side represents electrical input power in watts. The y-axis on the right-hand side represents the amount of electrical energy delivered at input, and then released (both the normal electrical dissipation consisting of VI, and the excess heat from CF/LANR).

Those curves (on the right hand side axis) represent time integration to determine total energy. They thus rule out energy storage, chemical sources of the induced heat, possible phase changes, and other sources of possible false positives. The units of this axis are in joules.

The figure shows the input, and the calorimetry, of preloaded NANOR along with that for the ohmic thermal control used to calibrate the system. Those calibration pulses, used for accuracy and precision checks of voltages and currents and time, are also shown. The inputs to the thermal ohmic control, followed by the preloaded NANOR®-type component, are shown, as are the calibrated calorimetric outputs for both.

Compare the output for NANOR®-type LANR component to the thermal (ohmic) control. As can be seen, this semiquantitative calorimetry, itself calibrated by thermal waveform reconstruction, was consistent with excess heat being produced only during energy transfer to the NANOR®-type LANR component. Notice that the active preloaded LANR quantum electronic component clearly shows significant improvement in thermal output compared to a standard ohmic control (a carbon composition resistor). The graph, taken after the MIT IAP January 2012 class, is representative of the NANOR-type of LANR technology, and it shows quite clearly demonstrated over unity thermal output power from the demonstration-power-level NANOR-type cold fusion (LANR) component.
Figure 10. Normal activity of a NANOR®-type component – Before magnetic field. The Electrical Power Input and Thermal Power Output of a two terminal NANOR®-type component Series 6-33 component, showing the calorimetric response at several input powers, for the ohmic control and the component. “Determined” here means measured using ohmic controls and energy balance. Slightly more than four complete cycles are shown. Notice the exponential fall-off characteristic of such components at the peak output. The electrical input power and energy and output thermal power and heat are shown alternatively both from the ohmic control and the NANOR®-type component at several input powers. Note that this component and control was NOT driven in the presence of an applied magnetic field intensity, but only previously had been.

7.3.3. M-NANOR®-type CF/LANR components

The proposed Nanoron is a magnetic quasiparticle in magnetized dry preloaded NANOR-type CF/LANR components which produces a second optimal operating point (second pathway) amplifying incremental power gain significantly. Similar to the Spinor, the LANR Nanoron appears to be a potential magnetic quasiparticle picked up initially by the periodic fluctuations in excess heat that had never been seen before. Experimentally, it was also shown later when we were surprised by the two different responses of a NANOR and an M-NANOR. The pre-\(\frac{dH}{dt}\) NANOR activity (normal excess heat observed for such active components) is shown in Fig. 10. By contrast, the oscillation of Fig. 11 may reflect the existence of this newly observed magnetic quasiparticle. This appearance is similar to phonons which show their reality through specific heat. Here, this quasiparticle shows its existence through changes in sample activity (like Herbertsmithite does with induced magnetization). Figure 11 shows the input power and output heat flow normalized to input electrical power of a self-contained LANR quantum electronic component AFTER it was magnetically treated [79], and magnetized [77]. Twelve complete cycles are shown. Note the absence of an exponential or linear fall-off of peak activity. Notice that the peak power gain oscillates, never seen in previous unmagnetized NANOR®-type components. This experimental run of a M-NANOR®-type component was made several hours after a single application sequence of the fractionated magnetic field was delivered. There was no additional H-field applied for this figure. The energy curves are very light, but are there as dotted lines.

There is enhanced improvement of LANR (which is synchronous), and improved LANR which is metachronous and longer-lasting. Notice the exponential falloff of the peak incremental excess power gain in Fig. 10 compared to the unusual behavior in Fig. 11. Specifically, contrast the previous slowly falling response to the more bizarre, not seen before, “oscillation” which occurred after the component was exposed to a \(\frac{dH}{dt}\) field) while in the active mode with an applied E field to activate it (Fig. 11).
Specifically, it is important to remember that in Fig. 11, there was no additional H-field applied during the measurements, although a very small, second order H-field is induced in both the components shown in Figs. 10 and 11, by the applied E-field used to activate them.

Similar to the spinon described above, this oscillation of power gain in Fig. 11 may be secondary to a quasiparticle of a coherent de-excitation. We are presently examining an analysis of the force density and homogeneous oscillation frequency using the Maxwell stress tensor [77].

8. Conclusion

Quasiparticles, collective excitations and their higher order quasiparticles of coherent excitations, open up new understanding into material science and engineering. Consider that this brief introduction has not even considered rotons of superfluids, Weyl fermions (Types I and II), dropletons, anyons, and the Bogoliubov quasiparticle from a broken Cooper pair charged electron and hole. There are many more types of quasiparticles, collective excitation and their higher-order particles. They will be examined more, and others sought, in the coming years.

As discussed, from an electrical engineering point of view, quasiparticles, collective excitations and their higher order coherent excitations, discussed here, are also highly relevant to LANR, and in multiple material ways.

Specifically, the L,D-defects, CAM and PHUSON models suggest that quasiparticles and collective excitation have a clear fundamental role in successful CF/LANR. They enable loading of Pd with D, and in that loaded Pd they enable the volumetric redistribution of loaded deuterons followed by high-energy nuclear states returning to their ground state by internal conversion using plasmons, phonons, and sometimes magnons. In summary, these quasiparticles and coherent de-excitations enable successful CF/LANR.
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